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Introduction. To establish a machine learning model for predicting the risk of adverse outcomes in COVID- 19 

patients, evaluating the risk of disease progression and reducing the incidence of poor outcomes. 

Methods. A retrospective analysis was conducted on 596 COVID- 19 patients who visited the Third People's 

Hospital of Chengdu City from December 2022 to February 2023. Feature selection algorithms such as Boruta 

and RFECV were used to construct ten machine learning models, including logistic regression, nearest neighbor 

algorithm, and decision tree. Shapley feature selection and one-way analysis of variance  (ANOVA) were used 

to explore risk factors associated with combined fungal infection, hospitalization longer than 30 days,and death 

in COVID- 19 patients. 

Results. In the baseline differential analysis, except for monocyte percentage, fever, and smoking quantity 

(cigarettes/day), there were no statistically significant differences in all other measured variables between the 

training and test sets (p<0.05). In predicting risk factors in COVID- 19 patients, quadratic discriminant analysis 

(QDA), logistic regression (LR), and support vector machine (SVC) models performed well. Monocyte 

percentage, CK-MB/CK, IL-6, fungal infection, immunotherapy, and antibiotic use were key clinical features 

influencing the output of the models. 

Conclusion. Quadratic discriminant analysis (QDA), logistic regression (LR), and support vector machine (SVC) 

models performed well in predicting risk factors in COVID- 19 patients. Monocyte percentage, CK-MB/CK, IL-

6, fungal infection, immunotherapy, and antibiotic use were significant risk factors for poor prognosis in 

COVID- 19 patients. 
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INTRODUCTION 

The Coronavirus Disease 2019 (COVID- 19) is a severe acute respiratory infectious disease caused by 

the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2).As of October 22, 2023, there have 

been over 771 million confirmed cases of COVID- 19 and more than 6 million deaths reported 

globally[1].This pandemic has presented significant challenges to healthcare systems and clinical 

practitioners[2] . 

Current research indicates that factors such as age, gender, and comorbidities can worsen the 

prognosis of COVID- 19[3].Yet, the factors associated with poor prognosis in COVID- 19 are 

multifaceted and varied.Consequently, swiftly identifying high-risk patients is vital for a prompt 

response to the pandemic and for the rational allocation of resources.Machine learning, a branch of 

artificial intelligence, excels in discerning patterns  from  vast  data  sets,  thereby  facilitating  

prediction  and  decision-making  processes.Throughout  the  pandemic,  the deployment of this 

technology has markedly enhanced the efficiency of information processing and offered effective and 

precise support for clinical decision-making[4,5] . 
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Although previous research has identified certain risk factors and assessed the risk of mortality, 

this study consolidates various data sources to comprehensively evaluate ten machine learning 

algorithms, aiming to improve the precision of disease prediction[6]. 

 

1 MATERIALS AND METHODS 

1.1 Clinical Data Collection 

Between December 2022 and February 2023, a comprehensive dataset comprising 596 clinical 

records of COVID- 19 patients was gathered. This dataset originated from various departments, 

including the Respiratory Medicine Department at the Third People’s Hospital of Chengdu.All patient 

diagnoses and treatments conformed to the guidelines outlined in the “Diagnosis and Treatment 

Protocol for Novel Coronavirus Pneumonia (Trial Version 10)”[7] . 

1.2 Inclusion and Exclusion Criteria 

The inclusion criteria encompass: (1) clinical manifestations consistent with COVID- 19 

infection, such as fever, dry cough, and fatigue;(2) one or more of the following etiological and 

serological test results:positive result for SARS-CoV-2 from a nucleic acid or antigen test;positive 

isolation and culture of SARS-CoV-2;a fourfold or greater rise in the titer of specific IgG antibodies 

against SARS-CoV-2 during the convalescent phase, in comparison to the acute phase.The exclusion 

criteria are as follows: (1) non-COVID- 19 respiratory infections, including those caused by other 

pathogens such as the common cold and influenza;(2) patients who are unable to cooperate with 

treatment or complete the diagnostic and treatment process due to mental or psychological factors;(3) 

patients whose clinical data are significantly incomplete. 

1.3 Definitions and Clinical Characteristics 

In this research, the diagnosis and treatment of COVID- 19  are based on  China’s  “Diagnosis 

and Treatment Protocol for Novel Coronavirus Infection (Trial Version  10).” The diagnosis was 

established through a comprehensive evaluation of epidemiological history, clinical symptoms, and 

laboratory tests, with a positive nucleic acid test for SARS-CoV-2 serving as the primary diagnostic 

criterion. 

After pre-processing the data through filtering, cleaning, imputation, and standardization, we 

successfully narrowed down the number of clinical characteristics for patients to 73.Thereafter, we 

analyzed the differences in baseline characteristics between the training and testing datasets (Figure 1 

outlines the division process).The clinical characteristics encompassed laboratory test results, imaging 

data, and patient history, including: 

antibiotic use, antiviral therapy, steroid therapy, mechanical ventilation, hospital  stay  duration, 

outcome, white blood cell  count, neutrophil count, neutrophil percentage, lymphocyte count, 

lymphocyte percentage, monocyte count, monocyte percentage, red blood cell count,  hemoglobin  

level,  platelet  count,  procalcitonin,  interleukin-6,  B-type  natriuretic  peptide,  creatine  kinase,  

creatine  kinase  MB isoenzyme, CK-MB/CK ratio, myoglobin concentration, high-sensitivity cardiac 

troponin T, D-dimer quantitative test, fibrinogen degradation product determination, total bilirubin, total 

protein, albumin, globulin, alanine aminotransferase, aspartate aminotransferase, AST/ALT ratio, lactate 

dehydrogenase, urea, creatinine, uric acid, fever, cough, sputum production, dyspnea, chest pain, throat 
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swelling, hemoptysis, chest tightness, palpitations, fatigue, neurological symptoms, digestive system 

symptoms, convulsions, nausea, vomiting, smoking history, current smoking status, smoking duration, 

daily smoking amount (cigarettes/day), number of vaccine doses, coronary heart disease, hypertension, 

pulmonary disease, diabetes, kidney disease, Parkinson's disease, liver disease, tumor, hematological 

disease, immunodeficiency, other systemic disease history, respiratory rate (breaths per minute), oxygen 

saturation (SpO2), CT staging. 

 

 

Figure 1: Dividing the training set into the test set 

 

1.4 Data Checking and Exploratory Data Analysis 

Utilizing Python for Data Inspection and Exploratory Data Analysis (EDA), the focus is on missing 

value analysis, outlier detection, data type review, and consistency assessment. EDA is predominantly 

employed for descriptive statistical analysis, data visualization, and correlation analysis[8]. In this 

study, third-party libraries such as Pandas are utilized for meticulous missing value analysis, with the 

aid of Numpy and Pandas for calculating descriptive statistical metrics. Additionally, Pandas and the 

Scikit-learn library are employed for correlation analysis. Moreover, the K-Nearest Neighbors (KNN) 

algorithm is adopted to impute missing data, thereby reducing the extent of data absence. 

1.5 Feature Selection 

Employing three algorithms that include Boruta feature selection based on the Random Forest 

model, Recursive Feature Elimination with Cross-Validation (RFECV), and Linear Support Vector 

Machine[9]. After the feature selection process is completed using individual methods, the plotly 

library is utilized for visualization analysis to identify key features[10] . 

1.6 Model Building and Tuning 
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The efficacy of the following ten machine learning models is evaluated based on metrics such as the 

Area Under the Receiver Operating Characteristic (ROC) curve (AUC), accuracy, recall, precision, and 

F1 score[11] : 

1.     Logistic Regression (LR); 

2.    Nearest Neighbors algorithm; 

3.     Support Vector Machine (SVM); 
4.     Decision Tree; 

5.     Random Forest; 
6.     AdaBoost; 

7.     Gradient Boosting; 
8.    Naive Bayes (NB); 

9.     Linear Discriminant Analysis (LDA); 

10.   Quadratic Discriminant Analysis (QDA)[12] . 

By analyzing these metrics, the aim is to select the optimal model algorithm, with the specific 

process depicted in Figure 2. 
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Figure 2: Modeling Process 

 

The provided flowchart illustrates the interconnection of various concepts within the modeling 

process. The K-Nearest Neighbors (KNN) algorithm is utilized to estimate the missing value for a data 

point that contains missing values by leveraging the k most similar neighbors to that data point. The term 

ROC curve refers to the Receiver Operating Characteristic curve. 

1.7 Model Interpretation and Statistical Analysis 

The methods applied in model interpretation include feature weight importance, Shapley feature 

selection, and Analysis of Variance (ANOVA)[13] . 

The  dataset  was  divided  into  training  and  testing  sets  using  a  random  sampling  method.  The  

`descrTable`  function  from  the `compareGroups` package was employed for baseline difference 

analysis. Variables post preprocessing were analyzed one by one using the Python `Dataprep` library. 

Pearson's correlation coefficient, Spearman's rank correlation coefficient, and Kendall's rank correlation 
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coefficient were utilized to measure the correlation between variables. The statistical significance level 

for two-tailed tests was set at p < 0.05. All of these analyses were conducted in the R (version 4.2.3) 

and Python (version 3.8) environments to ensure the accuracy of the results. 

 

2 RESULTS 

2.1 Patient Characteristics 

Atotal of 596 clinical data records of patients with COVID- 19 were included in this study, with all data 

being divided into training and testing sets in a ratio of 3:1. 

The baseline characteristics of the training and testing sets are analyzed and presented in Table 1. 

Among them, 22% of the patients had fungal infections, with the incidence rates of fungal infections in 

the training and testing sets being 22.1% and 21.5% , respectively. The mortality rate was 5.9%, with 

the mortality rates in the training and testing sets being 6.04% and 5.37%, respectively. The overall 

average length of hospital stay was 23.68 days, with the average hospital stay for patients in the training 

set being 23.8 days (standard deviation of 17 days), and for patients in the testing set being 23.4 days 

(standard deviation of 13.7 days). 

Apart from the percentage of monocytes, fever, and the amount of smoking (cigarettes/day), there 

were no statistically significant differences (p<0.05) in all other measured variables between patients in 

the training and testing sets[4] . 

 

Table 1: Analysis of the difference between the baseline characteristics of the training set and the 
test set (see the attached table for the full table) 

 

Feature Test 

N=149 

Train 
N=447 

p.overall 

Gender:                                                                                                                                      0.346 

Female                                                                         47                         162 

(31.5%)               (36.2%) 

Male                                                                              102                       285 

(68.5%)               (63.8%) 

Age                                                                                    73.6                     74.3                      0.558 

(13.1)                   (13.8) 

BMI                                                                                    22.9                      22.8                     0.807 

(4.31)                   (3.73) 

Immunotherapy:                                                                                                                         0.319 

No                                                                               112                      315 

(75.2%)               (70.5%) 

Yes                                                                             37                        132 

(24.8%)               (29.5%) 

Antifungal:                                                                                                                                 0.864 

No                                                                               115                      350 

(77.2%)               (78.3%) 

Yes                                                                             34                         97 

(22.8%)               (21.7%) 

Antibiotics:                                                                                                                                0.962 

No                                                                                 87                         264 

(58.4%)               (59.1%) 

Yes                                                                             62                        183 

(41.6%)               (40.9%) 

Antiviral:                                                                                                                                    0.730 
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No                                                                               115                      353 

(77.2%)               (79.0%) 

Yes                                                                             34                         94 

(22.8%)               (21.0%) 

Hormones:                                                                                                                                  0.881 

No                                                                              52                        151 

(34.9%)               (33.8%) 

Yes                                                                                97                         296 

   (65.1%)               (66.2%)                                         

Data arepresented as mean ± standard deviation or n%. 

2.2 Feature Selection 

Feature selection utilizing three distinct algorithms was performed to identify key features 

closely associated with three outcome variables through intersection. The following key features were 

found to be closely related to the outcome variable "presence or absence of fungal infection": the use 

of antibiotics; length of hospital  stay; presence or absence of immunotherapy; percentage of 

monocytes;  and myoglobin concentration. 

Key features associated with the outcome variable "hospital stay exceeding 30 days" include: 

alanine aminotransferase (ALT); use of antibiotics;  presence  or  absence  of  fungal  infection;  

presence  or  absence  of  immunotherapy;  percentage  of  monocytes;  myoglobin concentration; total 

serum protein; and uric acid concentration. 

The key features for the outcome variable "mortality" are: age; creatine kinase MB isoenzyme to 

total creatine kinase (CK-MB/CK) ratio; interleukin 6; and myoglobin concentration. 

2.3 Model Evaluation and Selection 

The present study conducted a comprehensive analysis of ten  algorithms, including the ROC 

curve, model evaluation tables, and confusion matrices, to determine the optimal predictive model for 

each outcome variable[14]. 

As depicted in Figure 3A, for the outcome variable "presence or absence of fungal infection," the QDA, 

LR, LDA, and NB models all achieved the highest AUC value of 0.8. Concurrently, the QDA model also 

exhibited the highest accuracy, precision, and F1 score (as shown in Table 2). Therefore, the QDA model 

demonstrates a superior performance in the judgment and prediction of fungal infections. 

The optimal predictive model for the outcome variable "hospital stay exceeding 30 days" is the LR 

model (as shown in Figure 4A). The AUC value of the LR model reached the highest value of 0.77, and 

it also performed well in terms of accuracy, precision, and F1 score (as shown in Table 3). 

Using the aforementioned analytical methods, it was determined that the optimal predictive model 

for the outcome variable "mortality" is the SVC model (as shown in Table 4 and Figure 5). 

Figures 3, 4, and 5, panels B and C, respectively, illustrate the ROC curves and confusion matrices 

of the best predictive models for the three outcome variables after parameter tuning. Following 

parameter tuning and optimization, the models' accuracy, AUC values , and precision were improved 

to varying degrees, thereby enhancing model performance. 
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Table 2: Model Evaluation Table for the Outcome Variable "Presence or Absence of Fungal Infection" 
 

Classifier Accuracy ROC_AUC Recall Precision F1 

Quadratic DA 83.22 0.8 0.37 0.65 0.47 

Logistic Regression 82.55 0.8 0.33 0.62 0.43 

Support Vectors 81.21 0.77 0.07 1 0.12 

Linear DA 81.21 0.8 0.37 0.55 0.44 

Naive Bayes 80.54 0.8 0.4 0.52 0.45 

Random Forest 79.19 0.76 0.4 0.48 0.44 

Nearest Neighbors 77.85 0.6 0.1 0.33 0.15 

AdaBoost 77.85 0.72 0.23 0.41 0.3 

Gradient Boosting 77.18 0.75 0.3 0.41 0.35 

Decision Tree 76.51 0.64 0.43 0.42 0.43 
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Figure 3: Model Evaluation for the Outcome Variable "Presence or Absence of Fungal Infection" 

(A) ROC curves often models; (B) ROC curves of the optimal models after parameter tuning; (C) Confusion matrices 
of the optimal models after parameter tuning.AUC: Area Under the Curve. 
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Table 3: Model Evaluation Table for the Outcome Variable "Hospital Stay Exceeding 30 Days" 
 

Classifier Accuracy ROC_AUC Recall Precision F1 

Logistic Regression 83.89 0.77 0.46 0.76 0.57 
Random Forest 83.89 0.72 0.43 0.79 0.56 

Gradient Boosting 80.54 0.73 0.43 0.62 0.51 
Linear DA 79.87 0.77 0.46 0.59 0.52 

Quadratic DA 79.19 0.72 0.46 0.57 0.51 

 

Naive Bayes 77.85 0.76 0.49 0.53 0.51 

AdaBoost 77.18 0.71 0.37 0.52 0.43 

Support Vectors 76.51 0.58 0.03 0.5 0.05 

Decision Tree 74.5 0.71 0.66 0.47 0.55 

Nearest Neighbors 73.83 0.54 0.09 0.3 0.13 

 

  

Figure 4: Model Evaluation for the Outcome Variable "Hospital Stay Exceeding 30 Days" 

(A) ROC curves often models;(B) ROC curves of the optimal models after parameter tuning; 
(C) Confusion matrices of the optimal models after parameter tuning. 
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Table 4: Model Evaluation Table for the Outcome Variable "Mortality" 

Classifier Accuracy ROC_AUC Recall Precision F1 

Support Vectors 95.3 0.59 0 NaN NaN 

 
Logistic Regression 94.63 0.46 0 0 NaN 
Nearest Neighbors 94.63 0.51 0 0 NaN 
Random Forest 93.96 0.68 0 0 NaN 

Gradient Boosting 93.96 0.73 0.14 0.25 0.18 
Linear DA 93.96 0.63 0 0 NaN 

AdaBoost 93.29 0.72 0.14 0.2 0.17 

Naive Bayes 93.29 0.74 0.14 0.2 0.17 
Quadratic DA 93.29 0.72 0.14 0.2 0.17 
Decision Tree 89.93 0.54 0.14 0.1 0.12 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Model Evaluation for the Outcome Variable "Mortality" 

(A) ROC curves often models; (B) ROC curves of the optimal models after parameter tuning; (C) Confusion matrices 
of the optimal models after parameter tuning. 
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2.4 Model Interpretation and Risk Factor Prediction 

Shapley feature selection is a method for filtering features based on the contribution of each 

feature measured by SHAP values. By calculating  SHAP  values,  key  features  that  significantly  

influence  the  outcome  variable  can  be  identified,  thereby  enhancing   the interpretability and 

reliability of the model[15]. The higher the SHAP value of a feature, the greater the risk of disease 

progression inpatients with that feature. 

Feature weight  importance  measures  the  degree  of importance  of  a  feature  within  a  machine  

learning  model,  allowing  for  an understanding of the contribution and relative significance of the 

feature in model predictions, and thus selecting the most critical features for model prediction[16] . 

Model interpretation employs the aforementioned two methods and ANOVAto analyze the risk 

factors for each outcome variable. 

ANOVA is used to evaluate the importance of features for the outcome variables "presence of fungal 

infection" and "death." As shown in Figures 6A and 6B, the percentage of monocytes is the most 

significant risk factor for the occurrence of fungal infections in COVID- 19 patients. As depicted in 

Figures 6C and 6D, the ratio of CK-MB to CK and interleukin-6 are closely related to the risk of patient 

mortality. 

Shapley feature selection and feature weight importance analysis are utilized for the predictive 

analysis of risk factors for the outcome variable "hospital stay exceeding 30 days." As shown in Figure 7, 

fungal infection is the most significant risk factor leading to a hospital stay exceeding 30 days for 

COVID- 19 patients, while the use of immunotherapy and antibiotics also significantly affects the 

length of hospital stay for patients. 
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Figure 6: Model Interpretation and ANOVA Feature Importance Analysis (A) (B) Feature Importance Analysis of the 
Outcome Variable “Presence or Absence of Fungal Infection”; (C) (D) Feature Importance Analysis of the Outcome Variable 
“Death or Survival”. Mono%: Monocyte Percentage; Myoglobin: Myoglobin Levels; Antibiotics: Antibiotic Administration; 
Immunotherapy: Immune Therapy; Hosp Stay: Hospital Stay Duration; IL-6: Interleukin-6. 
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Figure 7: Model Interpretation for "Hospital Stay Exceeding 30 Days" 

(A) (B) Analysis of Feature Weight Importance; (C) (D) Shapley Feature Selection. 

Mean(|SHAP value|): SHAP Value; Antifungal: Utilization  of Antifungal  Medication,  indicating  
the  presence  of  fungal   infection;  Uric  Acid:   Uric  Acid   Levels;  ALT:  Alanine 

Aminotransferase; TP: Total Protein. 

3 DISCUSSION 

Machine learning has demonstrated significant potential in predicting the risk 

factors for diseases, and by establishing models for early disease prediction, it can 

improve patient prognosis and reduce the incidence of adverse outcomes. Current 

research indicates that machine learning models are capable of predicting the risk of 

specific mortality or the need for ventilator use in COVID- 19 patients[17]. Moreover, 

a study on ICU patients found that machine learning models can accurately predict the 

prognosis of COVID- 19 patients in the ICU[18] . 

This study, based on machine learning models, has achieved the prediction of 

risk factors for COVID- 19 patients and identified risk factors for three important 

outcome variables: monocyte percentage, CK-MB/CK ratio, IL-6, fungal infection, 

immunotherapy, and antibiotic use. A substantial amount of research has confirmed 

that the aforementioned clinical characteristics are significant factors  affecting the 

prognosis of COVID- 19 patients. 

Among these, research has shown that macrophages derived from monocytes can 

influence the severity of COVID- 19 by regulating gene expression[19]. The findings 

of this study reveal that the most significant risk factor for the occurrence of fungal 

infections in COVID- 19 patients is the monocyte percentage. 

A retrospective study on the elevation of cardiac biomarkers in severe COVID- 19 

patients found that CK can predict the prognosis of COVID- 19 patients[20]. In 

addition, studies have shown that the level of IL-6 upon hospital admission can 

predict the risk of disease progression in severe COVID- 19 patients[21]. These 
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findings are consistent with CK-MB/CK and IL-6 as risk factors affecting the 

mortality risk of COVID- 19 patients in this study. 

Research on the impact of fungal infections, immunotherapy, and antibiotic use on 

the prognosis of COVID- 19 patients is diverse. Some studies have found that severe 

COVID- 19 patients often experience fungal infections, and secondary fungal 

infections can lead to high mortality rates in COVID- 19 patients[22,23]. Other 

studies have indicated that early administration and adequate dosage of passive 

antibody therapy before hospitalization are key to effectively preventing clinical 

progression in COVID- 19 patients[24]. A retrospective study found that the 

prophylactic use of antibiotics may increase the incidence of multidrug-resistant 

bacterial colonization[25] . 

Ten machine learning algorithms were used to establish a predictive model, and 

the model's predictive results can be confirmed by existing research. Furthermore, by 

comprehensively analyzing laboratory test data, imaging materials, and patient 

medical history data, a large number of clinical characteristics were extracted and 

analyzed. This helps to bridge the gap between reliable and practical predictive 

models, thereby enhancing the accuracy of the predictions[4] . 

However, there are some limitations to this study. Firstly, the data collected for 

the study were retrospective data from a single center, which carries the risk of 

selection bias. A multicenter prospective study could mitigate this deficiency, thereby 

making the study results more reliable and generalizable. Secondly, although 

characteristics such as high-sensitivity C-reactive protein (hs-CRP) and the number of 

vaccine doses may affect the prognosis of patients with COVID- 19, due to limitations 

in data collection, they were not included as predictive variables [26,27]. Future 

research could further explore the impact of these characteristics on the progression of 

the disease inpatients with COVID- 19. In addition, the adverse outcomes for patients 

with COVID- 19 are quite broad, and this study only investigated the risk factors for 

three main outcome variables. Researchers could establish predictive models for other 

outcome variables to more accurately predict the risk factors for COVID- 19 and thus 

improve patient prognosis. 

 

4 SUMMARY 

The percentage of monocytes, CK-MB/CK ratio, IL-6 levels, fungal infections, 

immunotherapy, and antibiotic use are all risk factors that impact the prognosis of 

patients with COVID- 19. Among these, the percentage of monocytes is closely 

related to the risk of secondary fungal infections in patients with COVID- 19; the 

CK-MB/CK ratio and the level of interleukin-6 (IL-6) can affect the mortality rate 

of patients; fungal infections, immunotherapy, and the use of antibiotics affect the 

length of hospital stay for patients to varying degrees. 
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4.1 Appendix Table： 
 

 

 
Feature 

 

Test 
 

N=149 
 

Train    N=447                p.overall 
 

Gender:   0.346 

Female 47 (31.5%) 162 (36.2%)  

Male 102 (68.5%) 285 (63.8%)  

Age 73.6 (13.1) 74.3 (13.8) 0.558 

BMI 22.9 (4.31) 22.8 (3.73) 0.807 

Immunotherapy:   0.319 

No 112 (75.2%) 315 (70.5%)  

Yes 37 (24.8%) 132 (29.5%)  

Antifungal:   0.864 

No 115 (77.2%) 350 (78.3%)  

Yes 34 (22.8%) 97 (21.7%)  

Antibiotics:   0.962 

No 87 (58.4%) 264 (59.1%)  

Yes 62 (41.6%) 183 (40.9%)  

Antiviral:   0.730 

No 115 (77.2%) 353 (79.0%)  

Yes 34 (22.8%) 94 (21.0%)  

Hormones:   0.881 

No 52 (34.9%) 151 (33.8%)  

Yes 97 (65.1%) 296 (66.2%)  

MV:   0.431 

No 146 (98.0%) 430 (96.2%)  

Yes 3 (2.01%) 17 (3.80%)  

Hosp Stay 22.6 (14.8) 24.0 (16.7) 0.326 

Outcome:   0.920 

No 141 (94.6%) 420 (94.0%)  

Yes 8 (5.37%) 27 (6.04%)  

WBC 6.85 (3.21) 7.20 (4.42) 0.309 

N 5.36 (2.87) 5.46 (3.57) 0.722 

N % 76.6 (11.0) 74.4 (13.5) 0.052 

L 0.91 (0.51) 0.97 (0.58) 0.240 

L % 14.9 (8.72) 16.5 (10.0) 0.073 

Mono 0.47 (0.25) 0.51 (0.61) 0.220 

Mono % 7.21 (3.15) 7.59 (5.41) 0.296 

RBC 3.78 (0.84) 3.78 (0.88) 0.945 

Hb 113 (24.0) 114 (24.8) 0.630 

Plt 190 (90.3) 189 (90.2) 0.895 

PCT 0.94 (3.12) 0.84 (3.46) 0.757 

IL-6 58.2 (150) 45.8 (72.3) 0.329 

BNP 302 (573) 276 (456) 0.614 

CK 117 (271) 104 (149) 0.575 

CK-MB 12.5 (7.50) 12.5 (10.6) 0.960 

CK-MB/CK 26.9 (22.5) 23.6 (19.4) 0.118 

Myoglobin 161 (267) 154 (238) 0.776 

Troponin T 93.1 (592) 54.3 (108) 0.427 

D-dimer 2.49 (4.27) 2.52 (4.17) 0.945 

FDP 8.47 (6.76) 8.94 (7.93) 0.480 

TB 13.3 (11.0) 12.1 (6.79) 0.226 
 



 

 

 
TP 61.6 (7.21) 62.3 (7.09) 0.318 

Alb 32.8 (4.66) 33.0 (5.02) 0.659 

Glob 28.8 (5.27) 29.3 (5.55) 0.316 

ALT 31.6 (27.8) 34.1 (48.6) 0.441 

AST 35.3 (31.4) 38.9 (66.7) 0.384 

AST/ALT 1.45 (1.06) 1.39 (0.84) 0.558 

LDH 249 (111) 298 (975) 0.304 

Urea 9.74 (7.73) 9.42 (8.03) 0.670 

Creatinine 166 (236) 157 (284) 0.712 

Uric acid 321 (120) 321 (168) 0.994 

Fever:   0.479 

No 105 (70.5%) 299 (66.9%)  

Yes 44 (29.5%) 148 (33.1%)  

Cough:   0.576 

No 44 (29.5%) 145 (32.4%)  

Yes 105 (70.5%) 302 (67.6%)  

Expectoration:   1.000 

No 67 (45.0%) 200 (44.7%)  

Yes 82 (55.0%) 247 (55.3%)  

Dyspnea:   0.922 

No 94 (63.1%) 278 (62.2%)  

Yes 55 (36.9%) 169 (37.8%)  

Chest pain:   1.000 

No 143 (96.0%) 429 (96.0%)  

Yes 6 (4.03%) 18 (4.03%)  

Sore throat:   0.739 

No 147 (98.7%) 438 (98.0%)  

Yes 2 (1.34%) 9 (2.01%)  

Hemoptysis:   0.643 

No 147 (98.7%) 443 (99.1%)  

Yes 2 (1.34%) 4 (0.89%)  

Chest distress:   0.633 

No 141 (94.6%) 416 (93.1%)  

Yes 8 (5.37%) 31 (6.94%)  

Palpitation:   1.000 

No 143 (96.0%) 430 (96.2%)  

Yes 6 (4.03%) 17 (3.80%)  

Fatigue:   0.478 

No 127 (85.2%) 393 (87.9%)  

Yes 22 (14.8%) 54 (12.1%)  

Neurological symptom:   0.823 

No 141 (94.6%) 427 (95.5%)  

Yes 8 (5.37%) 20 (4.47%)  

Digestive symptom:   1.000 

No 133 (89.3%) 401 (89.7%)  

Yes 16 (10.7%) 46 (10.3%)  

Smoking:   0.275 

No 122 (81.9%) 345 (77.2%)  

Yes 27 (18.1%) 102 (22.8%)  

Current smoking status:   0.576 

Current 24 (16.1%) 77 (17.2%)  
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Not 

Unknown
 

Smoking age 

Cig/day 

Vaccine doses (unknown 
for Unknown): 

1 Doses
 

2 Doses 

3 Doses 

Not 

Unknown
 

CHD: 

No
 

Yes 

HTN: 

No
 

Yes 

PD: 

No
 

Yes 

DM: 

No
 

Yes 

KD: 

No
 

Yes 

BD: 

No
 

Yes 

LD: 

No
 

Yes 

Tumor:
 

No 

Yes 

BD.Yes:
 

No 

Yes 

ImmunoCompromised:
 

No 

Yes
 

Other: 

No
 

Yes 

Respiratory rate (bpm)
 

O2 sat (SO2) 

CT classification: 
Level 1 

Level 2
 

Level 3 

 

124 (83.2%)
 

1 (0.67%) 

6.71 (14.6)
 

3.10 (7.84) 

 

 
8 (5.37%)

 
15 (10.1%) 

32 (21.5%) 

67 (45.0%) 

27 (18.1%) 

 

136 (91.3%)
 

13 (8.72%) 

 

86 (57.7%)
 

63 (42.3%) 

 

137 (91.9%)
 

12 (8.05%) 

 

115 (77.2%)
 

34 (22.8%) 

 

125 (83.9%)
 

24 (16.1%) 

 

139 (93.3%)
 

10 (6.71%) 

 

143 (96.0%)
 

6 (4.03%) 

 

130 (87.2%)
 

19 (12.8%) 

 

143 (96.0%)
 

6 (4.03%) 

 

148 (99.3%)
 

1 (0.67%) 

 

118 (79.2%)
 

31 (20.8%) 

20.0 (1.71) 

95.7 (4.65) 

 

62 (41.6%)
 

62 (41.6%) 

25 (16.8%) 

 

369 (82.6%)
 

1 (0.22%) 

7.98 (15.0)
 

3.44 (7.21) 

 

 
27 (6.04%)

 
41 (9.17%) 

138 (30.9%) 

176 (39.4%) 

65 (14.5%) 

 

391 (87.5%)
 

56 (12.5%) 

 

228 (51.0%)
 

219 (49.0%) 

 

406 (90.8%)
 

41 (9.17%) 

 

341 (76.3%)
 

106 (23.7%) 

 

395 (88.4%)
 

52 (11.6%) 

 

410 (91.7%)
 

37 (8.28%) 

 

434 (97.1%)
 

13 (2.91%) 

 

390 (87.2%)
 

57 (12.8%) 

 

426 (95.3%)
 

21 (4.70%) 

 

432 (96.6%)
 

15 (3.36%) 

 

373 (83.4%)
 

74 (16.6%) 

20.1 (1.73) 

95.8 (3.52) 

 

197 (44.1%)
 

191 (42.7%) 

59 (13.2%) 

 

 

 

0.362
 

0.639 

0.246 

 

 

 

 

 

 

0.268 

 

 

0.185 

 

 

0.803 

 

 

0.911 

 

 

0.202 

 

 

0.661 

 

 

0.590 

 

 

1.000 

 

 

0.909 

 

 

0.138 

 

 

0.291 

 

 

0.648
 

0.798 

0.548 



 

 

 
 
 
 
 

Corresponding Author: 

Guoping Li 

Affiliated Hospital of Southwest Jiaotong University/Third People's Hospital of Chengdu City (610014) 

E-mail: lzlgp@163.com 

 


